
APPENDIX

The models used for this study are as follows:
• BASE: This model does not use any information from

clinical notes. So the tabular visit-level features di for
every visit i ∈ V are directly passed through the FFN to
make predictions.

• NOTES: This model follows the same architecture men-
tioned in the previous section but with LLM summaries
replaced with the raw text of progress notes. This means
that the text from the notes will be pre-processed and
the embeddings will then be generated via the Clinical-
Longformer model.

• LLAMA3 [1]: This model uses our proposed frame-
work with Meta’s open-source LLM LLAMA3 8B [1].
LLAMA3 8B significantly outperforms its predecessor
LLAMA2 7B not just in terms of the parameters but also
across various benchmarks. Moreover, LLAMA3 8B has
a knowledge cutoff of March 2023, which provides the
model with knowledge of more recent topics and ideas.

• MedLLAMA [2]: This model uses a fine-tuned version
of LLAMA3 8B as the LLM. The choice of using this
model in this study was motivated by the fact that it is
one of the top-performing models on The Open Medical
LLM Leaderboard [3].

• LLAMA3-Meerkat [4]: This model also uses LLAMA3
8B as the base LLM model. The base LLM model is then
fine-tuned with a synthetic dataset consisting of high-
quality chain-of-thought reasoning paths sourced from
18 medical textbooks, along with diverse instruction-
following datasets. Like the earlier baselines, this baseline
uses LLAMA3-Meerkat as the LLM in our proposed
framework.

Table I: ICU Stay Data for HADM ID 164300.

HADM ID INTIME OUTTIME LOS
258902 2144-09-19 05:11:32 2144-09-19 18:31:29 0.5555
210169 2144-09-22 10:50:36 2144-09-24 12:07:56 2.0537
266607 2144-10-13 13:18:03 2144-10-21 16:00:55 8.1131
249692 2144-10-27 08:39:32 2144-10-31 18:12:40 4.3980

In addition to the overall analysis of the generated text,
we also performed manual verification of the LLM text to
demonstrate the benefit of the summaries generated by LLMs
over using the raw text of clinical notes. We highlight the case
of a patient with HADM ID (hospital admission ID) 164300
and SUBJECT ID 28941. This patient has had multiple visits
to the ICU during current hospital admission. The duration
of the visits is given in Table I. In this situation, we consid-
ered physician progress notes from visits spanning between
2144-09-22 10:50:36 to 2144-09-24 12:07:56 and 2144-10-13
13:18:03 to 2144-10-21 16:00:55. Figure 3 refers to the last
physician progress note written during the visit for ICUSTAY
ID 210169 while Figure 2 denotes the corresponding summary
with future possible complications generated by LLAMA3.

Note that the LLAMA3 summary clearly outlines ‘Res-
piratory Failure’, ‘Renal Failure’, and ‘Gastrointestinal (GI)

complications’ as potential medical complications, while the
clinical note does not clearly outline any future complications
that might arise. On the other hand, Figure 1 refers to the last
physician progress note written during the visit for ICUSTAY
ID 266607 during the same hospital visit of the patient with
HADM ID 164300 (bounceback). We notice that the clinical
note clearly states that the chief complaint was ‘respiratory
distress’. Furthermore, the patient also had ‘severe acidosis’
which is also caused by respiratory failure. Furthermore,
the patient also had a ‘positive urinalysis (UA)’ could be
caused due to renal failure. Thus, we can see that the LLM-
generated summary clearly provides additional information
about future outcomes, which in turn aids in improved patient
risk estimation across multiple downstream tasks.
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Figure 1: First Physician Progress Note for the ICU visit on 2144-10-14 06:28:00 for HADM ID 164300.

Figure 2: LLAMA3 Summary for the Progress Note for the ICU visit on 2144-09-24 06:29:00 for HADM ID 164300.



Figure 3: Last Physician Progress Note for the ICU visit on 2144-09-24 06:29:00 for HADM ID 164300.
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